Sociology 505:  Intermediate Social Statistics 
(1/4/2011)
	Instructor:  Jerald R. Herting


	Class: T/Th 3:30 - 5:20  
           Chemistry Library Bldg Rm 101

	Office:  Savery 273
	

	Hours:   W 11:00 am -12:20 pm 
and by appointment
	TA:        Jennifer Laird

	E-mail:  herting@u.washington.edu
	E-mail:  jdlaird@u.washington.edu

	Phone:
206-616-3768
	Hours:  M  10:30-11:30 (Jerry’s office Savery 273)

             Th 10:30-11:30 (Savery 251)


Description:  This course is designed to give you a fundamental background in a basic tool of the social scientists, multiple regression.  By focusing on this method you will get a good sense of the “general linear model” (basic variations on a theme) and an ability to expand what you learn about models/analytic strategies in multiple regression to other forms of this basic model.  The goals are to make you familiar with this and related statistical procedures, be aware of the possible problems/pitfalls and possible corrections, and begin to feel comfortable with this basic tool (i.e. a sense of “I can do this”).  In addition the course will expose you to some additional computer/mathematical tools you will find useful in Sociology 506 and other CSSS courses.
Assignments:  There will be four “homework” assignments.  The homework will be, for the most part, hands-on computer assignments that apply STATA to various problems; these have the intent of illustrating statistical techniques and increasing your computer/statistical package expertise and general research skills, plus require small write up’s of results to insure you are understanding the interpretation of the results.  Each homework will have a collaborative section and an independent work section; the last assignment has a slightly larger independent section that acts as a take home final examination.
Class:  Lectures will occur on T/Th typically from 3:30 to 5:20; we will typically finish early and reserve the ½ hour extra to have separate sections for computing and tutorials/extra office hours.  Lecture will include additional/supplementary materials not covered in the textbook.
Course Website:  http://www.soc.washington.edu/people/faculty_detail.asp?UID=herting
Main Text:
  

Regression Analysis for the Social Sciences 





Rachel A. Gordon




Routledge:  New York, NY (2010)
Supplementary Text:
Statistical Methods for the Social Sciences, 3rd Edition or 4th Edition




Alan Agresti and Barbara Finlay





Prentice Hall:  Upper Saddle River, NJ © 1997-2009
Other readings will/may be assigned as useful guides or additional approaches for the benefit of alternate views/explanations of the same topic.

Course Outline (This does not represent a course contract.  There will likely be slight changes as the course moves forward especially regarding the timing of topics):

Boldface indicates required reading
Week 1 (1/4-6):   
Introduction to the course and initial review of bivariate regression (Gordon Chapter 5; Gordon Chapter 1-4 (skim read mostly FYI); Agresti/Finlay Chapter 9; Hamilton, Chapter 2)

Week 2 (1/11-13)
Finishing bivariate and moving to an introduction to multiple regression
(Gordon Chapter 6 (6.1 to 6.3); Agresti/Finlay Chapter 10, 11)
Week 3  (1/18-20):
Multiple regression:  getting serious (some basic matrix algebra tutorial)
(Gordon Chapter 6; Agresti/Finlay Chapter 10, 11; Wooldridge  Appendix D, E; Hamilton Appendix 3)

Week 4 (1/25-27):
More multiple regression (some basic calculus tutorial)
(Gordon Chapter 6; Blalock Appendix B)
Week 5 (2/1-2/3):
Some basic tools within the regression model:  Nominal independent variables
and nonlinear relations (new and revisited) 
(Gordon Chapter 7 and Chapter 9; Agresti/Findlay Chapter 14)

Week 6 (2/8-10):
More basics:  Interactions and other issues/topics 




(Gordon Chapter 8; Agresti/Findlay Chapter 14) 

Week 7 (2/15-17)
Logistic regression---dichotomous dependent variable and a review of basic

probability. (Agresti/Findlay Chapter 15; Hamilton Chapter 7) 

Week 8 (2/22-24)
Extensions of the Logistic Model 
(Agresti/Findlay Chapter 15; Hamilton Chapter 7) 

Week 9 (3/1-3/3):
Exploring problems in the models and some solutions (Regression Diagnostics)



(Gordon Chapter 11; Agresti/Findlay Chapter 14; Hamilton
Chapter 4) 

Week 10 (3/8-10):  
More diagnostics and more problems 
(Gordon Chapter 10)
Finals week:

(part of last homework set will act as final and will be due during this week)
Rough plan for homework assignments:  first homework will be due around the 3rd week, second in the 5th week, 3rd around week 8; and the last will be due early in finals week.  

Some other related references:

Fox, J.  (1997)  Applied Regression Analysis, Linear Models, and Related Methods.

Thousand Oaks, CA:  Sage.

Hamilton, Lawrence G.  (1992)  Regression with Graphics:  A Second Course in Applied Statistics.  Pacific Grove, CA:  Brooks/Cole.

Hamilton, Lawrence G.  (2003)
Statistics with STATA.   Belmont, CA:  Duxbury/Thomson Learning.

McClendon, M.J. (1994)  Multiple Regression and Causal Analysis.   Itasca, IL:  F.E. Peacock.

Wooldridge, Jeffrey (2009) Introductory Econometrics:  A Modern Approach.  Mason, OH:  Thomson South Western. 
