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Course Description and Objectives

Welcome to the second course in the Evans School quantitative analysis sequence. This course aims to help you become an informed user and critical reader of research and statistical analyses. 

This course introduces multivariate statistical models in the context of policy and management research, with a focus on multivariate regression analysis. It begins with linear regression modeling and moves on to more advanced regression techniques, paying particular attention to the limitations and potential problems associated with each model. 

We use will in-class exercises, homework problems, additional readings and tests to promote your first-hand experience and appreciation of regression analysis.

By the end of this course, you should be able to: 
· Use multivariate regression for policy analysis;
· Distinguish correlation from causation, and identify criteria for assessing causality;
· Select appropriate bivariate or multivariate analytic techniques to answer a given policy or management question; 
· Understand the mechanics, assumptions, and interpretation of regression models for policy or management questions. This includes using regression models for both prediction and hypothesis testing, recognizing the assumptions behind and possible "fixes" for problems with particular models;

· Communicate multivariate empirical analysis meaningfully to a non-statistician, presenting data clearly and, when appropriate, graphically. 
· Recognize how policy analysis, program evaluation, and performance measurement employ research methods and statistical techniques. 
· Identify nonlinear models and understand their purposes.

Readings

Required Textbook: Using Econometrics: A Practical Guide, by A.H. Studenmund, 6th Edition, Addison Wesley, 2011. 

Other required readings will be made available on the course webpage.

Software

Students in this course can use any statistical software that they choose. Ryan and I will provide support for STATA. It strikes a good balance between user friendliness and the capacity to perform complex statistical operations. I use STATA in my own work, and STATA is also the preferred software for more advanced statistics courses at Evans. It is available in the student computer labs (in Parrington and in Savery Hall) and for purchase at a reduced price from http://www.stata.com/order/new/edu/gradplan.html.

Excel may also be useful for some of the assignments and for data manipulation.

Grading and Requirements

Your grade in this course will reflect the quality of your work in response to seven homework sets, one in-class exam, one memo and a final data analysis exam. 

In-Class Midterm Exam (35% of Grade): 

The purpose of this open book, open note in-class exam is to assess your progress in learning the mechanics and interpretation of regression. 

Quantitative Analysis Memo (15% of Grade):

· The memo assignment will require you to act as policy analyst in a given scenario. You will examine a published quantitative research paper and communicate its meaning and broader recommendation to a non-technical audience.
· We will hand out the assignment in class; it will be due on the following Tuesday to simulate a real-life experience of a quick turnaround. 

Data Analysis Exam (35% of Grade)

· The data analysis exam will be a take-home exam that will provide an opportunity for you to consolidate your learning about regression models, apply what you have learned to a policy context, and communicate your understanding to a non-technical audience.

Homework (15% of Grade)
Homework enables you to practice core concepts each week ad identify areas where you may need more work. Homework will receive full credit (a check) for complete, honest attempts. Homework that is incomplete or that display a cursory effort question will receive a check-minus. Late assignments will not be accepted.

Attendance

We expect you to attend and participate in both lecture and discussion sections. Doing so provides an opportunity for you to learn about the material in multiple formats, to ask questions and to assess your own understanding through in-class assignments. Homework assignments will be distributed in class.  If for some reason you are not able to attend, please email Ryan in advance of class and tell him the reason for your absence. In the event that you miss multiple classes, we will ask you to complete a make-up assignment and/or meet one-on-one with instructors. Chronic absence may result in a grade penalty.

Missed or Late Assignments

Answer keys for the problem sets will be available on-line directly after the day the assignments are due. If you will miss the class, make sure to leave your answers in Ryan’s mailbox (student folder under PhD students) BEFORE class. 

Homework received after class will not be reviewed or receive credit. If you cannot hand in the homework on time, it would be wise for you to complete it anyway so that you learn the material.

If an emergency prevents you from taking an exam at the appointed time, you must contact me in person, by phone, or by email BEFORE the class.

Course Policy on Academic Honesty and Community Discourse:

Admission to the Evans School (as part of the University of Washington) carries with it the presumption that students will conduct themselves as responsible members of the academic community. As a condition of enrollment, all students assume responsibility to observe standards of conduct that will contribute to the pursuit of academic goals and to the welfare of the academic community. That responsibility includes, but is not limited to, "practicing high standards of academic and professional honesty and integrity:" In the context of this course, that means:

· We expect that all work that you turn in for this course reflects your own work, rather than of a past or present student at Evans or elsewhere.

· If you consult other sources for support, you will cite those sources explicitly. Make sure that you quote and cite any phrases or sentences that appear in another piece of written work.

· When writing your memo, we highly encourage to read the published research carefully, take notes, and then set it aside when you write your own draft. Doing so can help you avoid unintentional plagiarism.
· It is your responsibility to ask the instructor or TA if you are unsure if specific behaviors violate standards of academic honesty. "I didn't know" and "I wasn't sure" are not acceptable excuses for academic dishonesty.
Violation of this code can result in various penalties, including but not limited to a failing grade on the exam.

Finally, we seek to adhere to Evans School Community Conversation Norms in my interactions with fellow instructors and students, and expect students to do the same:

At the Evans School, we value the richness of our differences and how they can greatly enhance our conversations and learning. As a professional school, we also have a responsibility to communicate with each other—inside and outside of the classroom—in a manner consistent with conduct in today’s increasingly diverse places of work. We hold ourselves individually and collectively responsible for our communication by:

· Listening carefully and respectfully; 
· Sharing and teaching each other generously;
· Clarifying the intent and impact of our comments;
· Giving and receiving feedback in a “relationship-building” manner; 
· Working together to expand our knowledge by using high standards for evidence and analysis.
Some Tips:

· Do the reading before you come to class. Hearing the material after having read will help things make sense to you. I plan class exercises and lecture with the assumption that you’ve done the reading.

· Come with questions to class and discussion section. If you do not understand something, ask questions about it in class or in section. Usually, you are not the only one who has the same question.

· Attend class and discussion sections regularly, keep up with your assignments, and frequent the weekly review sessions. If you feel like you do not understand some concept, ask in class or let me or the TA know.

· A good way of learning statistics is to discuss the material with someone else. To that end, please form a study group with whom you work on problem sets. Set a time regular time to meet. Ask questions among yourselves. Seeing material from the perspectives of others will help you better to formulate your understanding of the material. You should hand in your own work after having reviewed your responses to the problems with your group.

Additional Resources

Online Student Resources for Using Econometrics, includes datasets for all chapters:

http://wps.aw.com/aw_studenmund_useecon_6/140/35970/9208469.cw/index.html 

Washington State Population Survey: http://www.ofm.wa.gov/sps/default.asp

Khan Academy on Statistics (short, clear instructional videos): http://www.khanacademy.org/ [see Statistics]


Seeing Statistics by Gary McClelland (includes fun applets to illustrate statistics): http://www.seeingstatistics.com/

	DATE
	Topic
	Readings
	Due

	April 4
	Course Outline; introduction to regression analysis and correlation
	Studenmund Ch. 1-2
	

	April 11
	Classical assumptions of regression analysis

Simple and multivariate regressions 
	Studenmund Ch 2-4
	HW 1

	April 18
	Hypothesis testing in a regression context (t-tests and F-tests) 

Specifying multivariate regressions
	Studenmund Ch 5-6
	HW 2

	April 25
	More multivariate regression 

Midterm review
	Studenmund Ch 5-6
	HW 3

	May 2
	In-Class Exam
	
	

	May 9
	Specifying a functional form

Violations of model assumptions
	Studenmund Ch 7-8
	HW 4

	May 16
	Violations of model assumptions, con’t: 

  Residuals 

  Multicollinearity

  Serial Correlation

  Heteroskedasticity
	Studenmund Ch 8 – 10
	HW 5

	May 23
	Dummy dependent variables and fixed effects
	Studenmund Ch. 13
	HW 6

	May 30
	Research Design
	Studenmund Ch 11; Ch 14.6, 16.1, 17.2
	HW 7

	June 4
	Tuesday (No Class)
	Upload Quantitative Analysis Memo to Dropbox by 5 p.m.

	June 6
	Memo Discussion 

Data analysis exam questions 

Other special topics
	
	


